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ABSTRACT: The hull of a linear code is the intersection of the code
with its orthogonal complement. We study the relation between the hulls of a
linear code, its shortened codes and its punctured codes.
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1 Introduction
Let Fq be a finite field with q elements and Fn

q be the n-dimensional
vector space over Fq. Any k-dimensional subspace of Fn

q is called a lin-
ear q-ary code of length n and dimension k. The vectors in a linear code
are called codewords. The (Hamming) weight wt(x) of a vector x∈Fn

q is
the number of its nonzero coordinates. The minimum weight of a linear
code C is the minimum nonzero weight of a codeword in C. If C is a
linear code of length n, dimension k and minimum weight d, we say that
C is an [n,k,d] code. A matrix which rows form a basis of C is called a
generator matrix of this code.

Let (u,v) : Fn
q ×Fn

q → Fq be an inner product in the linear space
Fn

q. The dual code of C is C⊥ = {u ∈ Fn
q : (u,v) = 0 for all v ∈ C}.

Obviously, C⊥ is a linear [n,n−k] code. The dual distance of C is equal
to the minimum weight of its dual code and denoted by d⊥. If C ⊂C⊥,
the code is called self-orthogonal, and if C =C⊥, the code is self-dual.
The intersection C ∩C⊥ is called the hull of the code and denoted by
H (C). The dimension h(C) of the hull can be at least 0 and at most k,
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as h(C) = k if and only if the code is self-orthogonal. If h(C) = 0, the
code is called linear complementary dual (or just LCD) code. So C is an
LCD code if C∩C⊥ = {0}.

This note is organized as follows. In Section 2 we introduce the
shortened and punctured codes of a linear code C. In Section 3, we
present some theoretical results about the hulls of a linear code and its
shortened and punctured codes.

2 Punctured and shortened codes
Let C be a linear [n,k,d] code over the finite field Fq and T be a set

of t coordinate positions. We can puncture C by deleting the coordinates
from T in each codeword. The resulting code CT is still linear but its
length is n− t. If t = 1 and d > 1 the the dimension of CT is k, and its
minimum weight is d or d−1. If C(T ) is the subcode of C consisting of
all codewords that have 0’s on the set T , puncturing C(T ) on T gives the
shortened code CT of C. We need the following result on the punctured
and shortened codes of C that is a modification of [2, Theorem 1.5.7].

Theorem 1. Let C be an [n,k,d] code and T be a set of t coordi-
nates. Then:

(i) (C⊥)T = (CT )⊥ and (C⊥)T = (CT )
⊥;

(ii) if t < d, then CT and (C⊥)T have dimensions k and n − t − k,
respectively.

We focus on the case when T = {i}, 1≤ i≤ n, i.e. puncturing and
shortening of a code on one coordinate. Then we denote the punctured
code by Ci and the shortened code by Ci. If all codewords in C have 0’s
in this coordinate, then the punctured and the shortened codes Ci and Ci

coincide. In such a case the dual distance of C is 1.
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Let d⊥(C)> 1 and G be a generator matrix of C, where

(1) G =


1 v
0
... G1
0

 .

Then G1 is a generator matrix of the shortened code C1, and the
matrix G1 =

( v
G1

)
generates the punctured code C1.

Let C be a self-orthogonal code over Fq. Obviously, its shortened
code on any coordinate set T is also self-orthogonal. However, this is not
always true for its punctured codes. It is easy to see that the punctured
code Ci is also self-orthogonal if and only if the i-th coordinate in each
codeword of C is equal to 0.

3 The hulls
Note that H (C) =H (C⊥) for any linear code over a finite field.
Theorem 2. Let C be an [n,k,1] code and (10 . . .0) ∈ C. Then

H (C) = (0|H (C1)) and h(C) = h(C1).
Proof. We have C = (0|C1)∪ (1|C1) and C⊥ = (0|C⊥

1 ). Now C1 is
a linear [n−1,k−1,d1] code and C⊥

1 has parameters [n−1,n−k,d⊥]. If
v ∈ H (C) then v = (0,v1), where v1 ∈C1 ∩C⊥

1 = H (C1). This proves
that h(C) = h(C1).

Theorem 3. If C is a linear q-ary [n,k,d ≥ 2] code with dual
distance d⊥ ≥ 2 then h(C1) = h(C)+ ε , where ε =±1 or 0.

Proof. Since d⊥ > 1, the code C has no zero coordinate. Hence
there is a codeword (1,x) ∈ C, and C can be considered as a union of
cosets

C =
⋃

a∈Fq

(a|ax+C1).

Let H =C∩C⊥ and H1 =C1∩C⊥
1 . There are two possibilities for H ,

namely H = (0|H ′) or H =∪a∈Fq(a|av+H ′) if (1,v)∈H . In both
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cases H ′ ⊆ H1. If H ′ = H1 then dimH1 = dimH or dimH −1.
Let now H ′ ̸≡ H1. Take y1,y2 ∈ H1 \H ′. Then (0,yi) ∈C and

(ai,yi) ∈ C⊥, ai ∈ F∗
q, i = 1,2. Hence (0,y1 − a1a−1

2 y2) ∈ H and so
y1 −a1a−1

2 y2 ∈ H ′. Hence y1 ∈ a1a−1
2 y2 +H ′. This shows that H1 =

∪a∈Fq(a|ay2+H ′) and dimH1 = dimH ′+1. Since dimH ′ = dimH
or dimH −1, we have dimH1 = dimH or dimH +1.

Theorem 3 is proved in [1] only for the binary case.
Corollary 1. If C is a linear q-ary [n,k,d ≥ 2] code with dual

distance d⊥ ≥ 2 then h(C1) = h(C)+ ε , where ε =±1 or 0.
Proof. According to Theorem 1, we have C1 = (C⊥)1. From

Theorem 3,

dimH ((C⊥)1) = dimH (C⊥)+ ε = dimH + ε = h(C)+ ε.

Let us see what happens when the minimum weight of the code C
is d(C) = 2. Without loss of generality we can take (110 . . .0) ∈C. We
consider two cases for codes with minimum weight 2.

Theorem 4. Let C be an [n,k,2] q-ary code such that (110 . . .0) ∈
C and (1,−1,0 . . .0) ∈C⊥, and T = {1,2}. Then

H (C) =

{
(00|H (CT ))∪ (11|H (CT )), if char(Fq) = 2
(00|H (CT )), if char(Fq)≥ 3

Proof. In this case C =
⋃

a∈Fq
(aa|C0) and C⊥ =

⋃
a∈Fq

(a,−a|C′
0).

We consider two cases:

1. Let the characteristic of the field be equal to 2. This means that
q = 2s for an integer s ≥ 1. Then −1 = 1 and (110 . . .0)∈H (C).
If v1 ∈ H (CT ) then v = (00,v1) ∈ H (C) and (11|v1) ∈ H (C).
Hence H (C) =

⋃
a∈Fq

(aa|H (CT )) and h(C) = h(CT )+1.

2. Let char(Fq) ≥ 3. If v1 ∈ H (CT ) then v = (00,v1) ∈ C, but
(b,−b,v1) ∈C⊥ for some b ∈ Fq. But then

(b,−b,v1)−b(1,−1,0 . . . ,0) = (0,0,v1) ∈C⊥
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and therefore (00|v1) ∈ H (C).

If (11,v1) ∈ H (C) for some v1 ∈CT then (11,v1) ∈C⊥ and so

(1,1,v1)+(1,−1,0 . . . ,0) = (2,0,v1) ∈C⊥,

which is impossible, since the obtained vector is not orthogonal to
(110 . . .0) ∈C. Hence H (C) = (00|H (CT )) and h(C) = h(CT ).

Theorem 5. Let C be an [n,k,2] binary code with d⊥ ≥ 3, T =
{1,2} and (110 . . .0) ∈C. Then h(C) = h(CT ).

Proof. If v = (aa,v1) ∈ H (C) for some a ∈ Fq then (00,v1) ∈
C, so v1 ∈ CT . On the other hand, (aa,v1) ∈ C⊥ and therefore v1 ∈
C⊥

T . Hence v1 ∈ H (CT ). This shows that h(C) ≤ h(CT ). According to
Theorem 3, we have h(CT ) = h(C) or h(CT ) = h(C)+1. Note that both
cases are possible.

We conclude this note with a corollary for LCD codes with mini-
mum weight 2.

Corollary 2. Let C be a linear [n,k,2] code over Fq, q = ps for a
prime p, T = {1,2} and (110 . . .0) ∈C. If p ≥ 3, the code C is LCD if
and only if CT is LCD code. If p = 2 and (110 . . .0) ̸∈C⊥, the code C is
LCD if and only if CT is LCD code. If p = 2 and (110 . . .0) ∈C⊥, then
C is not an LCD code.
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